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This paper analyzes the effect of the speaker feature vector characteristics, in the 
performance of speaker recognition systems (SRS) based on the Gaussian Mixture 
Model (GMM).  To this end, the performance of the SRS is analized using speaker 
features derived from: a) linear predictive cepstral coefficients (LPCepstral) 
extracted from the whole speech frame, b) LPCepstral derived from the voiced 
parts of the speech frame,  c) LPCepstral extracted from voiced segments of speech 
frame together with the pitch information, d) LPCepstral extracted from voiced 
segments of each frame normalized using a Cepstral Mean Normalization (CMN).  
Evaluation results, using phrases of 2.5–3 second of telephone speech utterances in 
Japanese language, show that a fairly good performance of GMM-based SRS is 
achieved with most speaker features vectors with both, close test as well as with 
open-test, although the features vector providing the best recognition performance 
closely depends on each particular speaker. 

INTRODUCTION 

The development of efficient Speaker Recognition System (SRS) has been a topic of active 
research during the last decade, because they have a large number of potential applications in 
many fields that require accurate user identification or user identity verification such as: 
Shopping by telephone, bank transactions, access control to restricted places and information, 
voice mail and law enforcement, etc.  According to the task that the SRS is required to 
perform, it can be divided in speaker identification system (SIS) or speaker verification 
systems (SVS), where  the SIS has the task to determine the most likely speaker among a 
given speakers set, while the SVS has the task of deciding if the speaker is that she/he claims 
to be.  Usually a SIS has M inputs and N outputs, where M depends on the feature vector size 
and N on the size of the speaker set, while the SVS usually has M inputs, as the SRS, and two 
possible outputs (accept or reject) or in some situations three possible outputs (accept, reject 
or indefinite). 

According to the speech data set used, the SRS can also be divided in text-dependent 
speaker recognition system (TD-SRS) and text-independent speaker recognition system 
(TI-SRS), where the TD-SRS is trained and tested using the same kind of sentence or words, 
such that in the TD-SRS the sentence or words used for testing are known in advance, while 
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the TI-SRS is trained with a given data set and tested with a set of words or sentences that 
may be different from those used during training.  Thus in the TI-SRS the sentences used 
during the verification stage are, in general, unknown in advance.  This fact makes the 
development of efficient TI-SRS more complicated, especially in open tests.  Because the 
performance TD-SRS and TI-SRS strongly depend on the data base used for training and 
testing, for TD-SRS short sentences are preferred, while for TI-SRS long sentences are 
necessary to correctly train the speaker model.   

Several SRS have been proposed which use several efficient methods to properly estimate 
the main speaker characteristics voice.  Among them we have statistical methods such as the 
Vector Quantization (VQ) [1, 2, 3, 4] and Dynamic Time Warping (DTW) [4], which use 
templates of small dimension [4].  These methods have shown to be accurate enough in 
TD-SRS applications when short-term utterances can be used.  However their performance is 
not appropriate enough in TI-SRS applications where long-term utterances must be used 
[1, 5, 6].   

A recently developed paradigm for speaker recognition tasks is the artificial neural 
network (ANN) whose target is to build an artificial system that tries to emulate the human 
brain behavior, by training one individual model for representing all speaker features [7].  
Furthermore, the ANN can be used for many applications in the speaker recognition field, 
although the ANN are mainly used in speaker identification where they have shown be very 
efficient for features classification, providing a good performance in the identification task 
[7, 8].  In addition, the ANN uses a relatively few amount of parameters to carry out the 
recognition task.  However, the ANN has the disadvantage that if one more speaker is added 
to the recognition system, in most cases, the ANN need to estimate all its parameters again, 
and for this reason its use has been limited.   

The third kind of speaker recognition systems is based on stochastic methods, which have 
replaced to the statistical models in text independent applications where it is necessary to use 
long-terms utterances.  Among the stochastic methods we have the SRS based on the Hidden 
Markov Models (HMM) [1, 4, 5, 6], which assign one model to each speaker features.  Then, 
using these features during the training and test stages, the SRS compares them to find the 
model with the minimum distance, performing in this way the speaker recognition task [1, 7]. 
Another widely used stochastic method for speaker recognition tasks is the Gaussian Mixture 
Model (GMM), which is similar to the HMM with the difference that the GMM omits the 
temporal information implicit in the HMM [9, 10].  This means that the GMM has only one 
state and then it does not need the transition time from one state to other, as required in the 
HMM [9].  So, the GMM uses a unique Gaussian distribution matrix to represent each 
speaker.  In addition, in most cases it is not necessary to use all covariance matrix 
components, because all Gaussian components are acting together to model the overall 
probability density function.  Then, the full covariance matrix is not necessary even if the 
features are not statistically independent.  This is because to take all components of the 
covariance matrix is equivalent to take only the main diagonal of the covariance matrix from 
each speaker model [9, 10].  Finally, because the GMM estimates one model for each speaker, 
if one speaker is added to the recognition system, it is necessary only to add the new speaker 
model, keeping unchanged the already trained ones.  Thus, recently the GMM has been 
widely used in text-independent speaker recognition systems because, besides its desirable 
features described above, it has the capacity of representing broad acoustic classes with its 
individual Gaussian components, providing thus a very good performance in many speaker 
recognition applications [3, 4, 10, 11, 12].  

The performance of all speaker recognition systems described above strongly depends on 
the speaker feature vectors, which are estimated from the speech signal by using time domain 
characteristics such as: linear prediction coefficients (LPC) and partial correlation coefficients 
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(PARCOR) or frequency domain characteristics such as: Mel-Spectrum, Mel-Cepstral and 
LPCepstral, etc.  Among them, the feature vectors extracted from the LPCepstral provide a 
very good feature extraction performance, especially in GMM based TI-SRS [1, 5, 6, 8].  

The GMM-based SRS performs fairly well in both text independent and text dependent 
applications when long utterances are available for training and recognition, as well as when 
the features vectors can be extracted from speech signals with relatively low distortion.  Due 
to that the performance of most SRS proposed until now provide fairly good recognition rates 
when operate in closed tests, i.e. using the same data during both training and testing periods.  
However their performance degrades when the data used for testing are different from those 
used for training, i. e. open test.  The main reason of this problem are the variations of the 
speaker feature vector, due to the acoustic conditions under which it is estimated such as 
noisy telephone lines, non stationary environment, the use of different microphones, etc.  As 
an example we have the GMM-based SRS, reported in [3], which provides an identification 
accuracy of 96.8% using clean speech utterances, however its accuracy decrease to 80.8% 
when telephone speech utterances are used.  In both cases the data base consists of utterances 
of 49 different speakers.  To improve the SRS performance two alternatives will be analyzed: 
a) The use of speaker features vector with more than one speaker characteristics [2, 9, 11], or 
b) To reduce the speaker feature variations using channel normalization techniques such as 
Cepstral Mean Normalization (CMN) and RASTA filtering which provide a fairly good 
performance when it is necessary to compensate the communication channel variations and to 
reduce the distortion effects produced by a noisy environment [2, 13, 14].  However although 
all speaker feature vectors proposed until now performs fairly well in some specific situations, 
they may fail in other conditions or with some specific speakers, leading to a SRS 
performance degradation. 

This paper presents an analysis of the GMM based TI-SRS with speaker feature vectors 
derived from: a) the LPCepstral coefficients extracted from the whole speech frame,  b) the 
LPCeptral coefficients extracted only from the voiced parts of the speech signal,  c) the 
features vector extracted from a combination of LPCepstral and pitch information,  d) the 
features vector using the LPCepstral and enhancement feature techniques such as the Cepstral 
Mean Normalization (CMN) method, e) the features vector extracted from a combination of 
LPCepstral with CMN techniques and pitch information.  Evaluation results were obtained 
using closed test as well as in open test with a data base of 12,000 telephone speech 
utterances, each one of 2.5 to 3 seconds, are given, and the advantages and disadvantages of 
above mentioned speaker features when used in GMM-based SRS are described in detail. 

 

1. GMM-BASED TEXT INDEPENDENT SPEAKER RECOGNITION SYSTEM 

Figure 1 shows a general structure of GMM-based text independent speaker recognition 
system (GMM-TI-SRS), shown in Fig. 1, which consists of two modules, the training module 
and the identification module, each one with three stage.  During training, the speech signal is 
firstly acquired by the user interface.  Subsequently the signal is feed to a preprocessing stage 
to speech enhancement, voice activity detection, etc.  Next, the feature vector is estimated and 
finally the GMM is updated.  During the identification or recognition operation the speech is 
feed into the preprocessing and features vector stages, which are the same used during 
training.  Next the feature vector is feed into the GMM stage and its output used to perform 
the recognition task. 
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1.1. Preprocessing and segmentation stage 
In this stage the speech signal is processed to reduce the distortion and the additive noise 

introduced by the communication channels, microphones, etc. by using standard speech 
enhancement algorithms [15].  It also limits the duration of the speech signal to be analized by 
detecting the initial and final points of the speech frame.  This fact avoids the analysis of long 
silence intervals often present in the speech frames under analysis that can lead to SRS 
performance degradation.  To this end several methods have been proposed, among them, the 
method proposed by Rabiner and Gold [15], provides a fairly good performance with a low 
computational complexity.  In this method the speech power average over the time is 
estimated and analyzed point by point from left to right, as shown in Fig. 2, until both 
thresholds Th1 and Th2 are crossed.  Then, when Th2 is crossed, the signal is analyzed from 
right to left until the first threshold Th1 is found and then, in that instant the initial point of the 
speech frame is determined.  The final point is estimated in a similar form but in this case the 
analysis is carried out, firstly from right to left until Th2 is found and then from left to right to 
find Th1.  Usually the threshold levels are set equal to 5% and 10% respectively of the 
maximum of speech signal power in the interval under analysis [16].  
 

 

Figure 2. Initial and final point detection algorithm using power analysis 

1.2. Feature vector extraction 
A good performance of any pattern recognition system strongly depends on the extraction 

of a suitable feature vector that allow unambiguous representation of the pattern under 
analysis, with a number of parameters as small as possible.  A simple way to estimate the 
speaker characteristics is the use of the linear prediction coefficients (LPC) of speech signal. 
The main reason about it is the fact that the structure of the vocal tract can be satisfactorily 
represented by using these parameters.  However, it has been reported that better performance 
can be obtained if the LPC are combined with some frequency domain representation.  One of 
these representations are the LPC features combined with the cepstral analysis, which allows 
to get a robust speaker characterization with low sensitivity to the distortion introduced in the 
signal transmitted through conventional communication channels [8].   

The features vectors extracted from the whole speech signal provide a fairly good 
performance. However, when the LPCepstral coefficients are obtained from the LPC analysis, 
useful information of the speaker is still ignored or not taken in account, such as the pitch that 
is a specific feature of the individual speaker identity widely used to represent the glottal flow 
information.   

The performance of SRS can be seriously degraded when the SRS uses speech signal 
transmitted though some communication channel, such as a telephone one, due to the 
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frequency response of the communication channel as well as the environment or the 
microphone characteristics.  The LPCepstral coefficients have shown to be robust for 
reducing the problem of low speech quality. In most SRS even if they have a good 
performance using the same data training (closed test), their performance considerably 
degrades when the systems are used with different data set (open test), because the data for 
closed and open test for each speaker may have different acoustic conditions.  Thus, channel 
normalization techniques may have to be used to reduce the speaker features distortion, 
keeping in such way a good recognition performance.  Among the channel normalization 
technique we have the Cepstral Mean Normalization (CMN) and RASTA filtering, which can 
provide a considerable environmental robustness at a negligible computational cost [14].  
Among them, the CMN provides better performance than the RASTA filtering because the 
latter introduces phase distortion and the recognition results obtained with a correct RASTA 
filtering are identical to those obtained using the CMN [13].  On the other hand, the use of 
more than one speaker feature is proposed as well as combination of them to get a more 
robust feature vector.  To improve the SRS performance the LPCepstral coefficients obtained 
using the CMN can be combined with the pitch information because the pitch is a very 
important speaker feature.  Thus to analyze the SRS performance with different speaker 
characteristics, the following speaker features will be estimated: (a) LPCepstral derive form 
the whole speech frame, (b) the LPCepstral coefficients extracted only from the voiced parts 
of the speech signal,  (c) speaker features derived from a combination of LPCepstral and pitch 
information (d) enhanced feature vectors derived by using normalization techniques such as 
the Cepstral Mean Normalization (CMN), (e) speaker feature vectors derived from a 
combination of LPCepstral with CMN and pitch information.   

1.2.1. Features vector derived form LPCepstral 
To estimate the LPCepstral coefficients, firstly the speech signal is divided in segments of 

20 ms length with 50% overlap using a Hamming window.  Next, the LPC coefficients are 
estimated using the Levinson algorithm such that the mean square value of prediction error 
given by 
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becomes a minimum, where E[.] is the expectation operator, P is the predictor order and  is 
the i-th linear prediction coefficient (LPC).  Next, once the LPC vector has been estimated, 
the LPCepstral coefficients can be obtained in a recursive way as follows [1]: 
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where  is the n-th LPCepstral coefficient.  Thus the SRS feature vector becomes nc

[ ]tdtttt cccc ,,3,2,1 ,...,,,=X , (3)

where t denotes the frame number.  
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1.2.2. Features vector derived from LPCepstral of voiced segments 
The pitch and voiced part detection plays a very important roll in the speaker recognition 

systems because the pitch value and the voiced segments of speech signals contain the most 
important information about the speaker identity.  Then the feature vector could be extracted 
only from the voiced segments of speech signal [16].  To this end, firstly the pitch period is 
detected using the autocorrelation method [5] as follows:  Initially, the speech signal is 
segmented in frames of 20 ms with 10 ms overlap using a Hamming window; next the center 
clipper method [7] is applied to the windowed frame to reduce the effect of the additive noise 
intrinsic within of the speech signal.  Subsequently, the autocorrelation of the center clipped 
segment is obtained.  Finally the pitch value is estimate as the distance between two 
consecutive positions in which the normalized autocorrelation sequence is larger than a given 
threshold, as proposed in [15].  Using the pitch information, the speech segment is then 
classified as voiced or unvoiced, because the pitch only appears in the voiced segments.  
Thus, if the pitch does not exist the speech segment is considered as a unvoiced segment 
[5, 6, 8]; and the pitch exists then speech segment is classified as a voiced speech segment.  
The Fig. 3 shows clearly the result of this procedure that proves that the detection of the 
voiced part is correctly done.  

If only the voiced segments of speech signal are taken in account for features extraction, 
the original speech signal is transformed into a new speech signal containing only voiced 
parts, neglecting in such way the unvoiced and noisy silence parts, as shown in Fig. 4.  This 
may improve the feature extraction because the unvoiced and silence parts provide non-useful 
information [10]. 

 

Figure 3. 

Pitch period detection 
in two different speech signals 

 

Figure 4. 
 

Speech signal reduction 
taking only voiced part 
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The new signal, with only the voiced parts, has less samples number than the original one, 
but contains the essential parts required to estimate the principal features that identify the 
speaker and, as shown in the Fig. 4, the number of data is reduced, in many cases, as far as 
50%.  Once the new signal is constructed only with the voiced parts, it is divided in segments 
of 20 ms length with 50% overlap using a Hamming window.  Next, the LPC coefficients are 
estimated using the Levinson algorithm as mentioned above, and then the LPCepstral 
coefficients are estimated using the eq. (2).  Here two different features vectors can be 
estimated.  The first one consists only the LPCepstral of voiced segments 

[ ]v
td

v
t

v
t

v
t

v
t cccc ,,3,2,1 ,...,,,=X , (4)

and the second one consists of LPCepstral coefficients and pitch information  
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where  is the n-th LPCepstral coefficient and is the inverse of the pitch period at the 
block t. Here  is used instead of the pitch period, because the probability distribution 
of the  is close to the normal distribution. 
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1.2.3. Reinforcing and enhancing feature vectors  
In long distance speaker recognition, the speech signal is transmitted through a channel 

communication and then is processed by the SRS.  However, the speech signal suffers some 
distortion or variation due to the communication channel effects, noise environment, etc.  
Because these distortions are added to the principal components of the speech signal, it is 
necessary to remove the undesirable information before to proceed with the recognition 
process.  To this end it would be convenient to enhance the estimated feature vector.  Thus we 
can subtract the global average vector from all feature vector components.  In this process, 
known as Cepstral Mean Normalization (CMN) [2, 3, 7, 17], it is assumed that the mean 
values of LPCepstral coefficients of clean speech is zero, so that if the mean value is 
subtracted from the feature vector components its mean value becomes zero.  This avoids the 
distortion introduced by the additive noise when the signal passes through the communication 
channel.  This technique is equivalent to a high-pass filtering of LPCepstral coefficients, 
because the CMN estimates the mean value of the LPCepstral vector coefficients and 
subtracts it from each component, as shown in eq. (6): 

∑
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where  is n-th LPCepstral coefficient at block t and T is the total number of frames in which 
the speech signal was divided to extract the feature vectors.  Fig. 5a and Fig. 5b show the effect 
produced in the feature vector when the Cepstral Mean Normalization (CMM) technique is 
applied to one of the LPCepstral coefficients extracted from the only the voiced part of the 
speech signal.  In this situation the features vector becomes 

tnc ,

[ ]tdtttt CMNCMNCMNCMN ,,3,2,1 ,...,,,=CMN . (7)
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Figure 5. The second LPC-Cepstral coefficient extracted from the speech signal 

 

1.2.4. Enhanced LPCepstral and pitch information 
One way to improve the SRS performance is using more that one speaker characteristic in 

the feature vector.  Thus, because the pitch carries specific information about the speaker 
identity, a combination at the feature level of the enhanced LPCepstral coefficients, CNM, 
with the pitch, which is widely used as a representation of the glottal flow information, can be 
used.  Because the pitch does not appear in unvoiced parts of the speech signal, the 
combination of both features is done only if the signal frame is considered as a voiced part, in 
such case the feature vector is given as 
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where is the n-th LPCepstral coefficient of block t.  This feature vector consists of 17 
parameters, where 16 parameters are the LPCepstral coefficients represented by  with 
d = 16 and 1 parameter of the pitch, represented by the  because, as mentioned 
before, to the distribution of the  is closer to the normal distribution. 

v
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1.3. Gaussian mixture model stage 
In the classifier stage the Gaussian Mixture Model (GMM), shown in Fig. 6, is used to 

provide a speaker voice sound model.  The GMM is similar to the widely used Hidden 
Markov Model (HMM) with the difference that the GMM only has a state with a Mixture 
Gaussian distribution that represents different acoustic classes and ignores the temporal 
information of the acoustic observation sequence.  Here, only one model is built for each 
speaker that represent all his/her features using only the main diagonal of the covariance 
matrix, the mean vector and the mixture weights [3, 18].  This representation results in a few 
amounts of parameters which make it possible that the GMM model can be used in Text-
Independent (TI) speaker recognition applications. 
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In the GMM model, the features distributions for each speaker are modeled by using the 
sum of the weighted speech signals Gaussian distributions densities of the speaker under 
analysis given as 

 

 

Figure 6. 
Gaussian Mixture Model 
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x is the D-dimensional features vector estimated in the feature stage described in section 2.2, 
)|( λxp  is the speaker model,  is the i-th mixture weight and  is a D-Variate-

Gaussian distribution given by 
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which is characterized by its mean  and covariance matrix ,iµ iσ  where T denotes the 
transpose operation.  The mean vector, , covariance matrix, , and mixture weights, , of 
all the density components determine the complete Gaussian Mixture Density 

iµ iσ ip
),,( pσµλ  used 

to represent the speaker model. 
To obtain the optimum Gaussian Mixture Density, ),,( pσµλ , for each speaker, it is 

necessary to estimate the optimum values of µ ,  and p.  It can be done in an efficient 
manner using the  Maximum-Likelihood (ML) estimation method in which, a set of D-
dimensional feature vectors, derived as shown in section 2.2, form the vector X=(x

σ

1,x2,...xT) 
used for training the Gaussian Mixture Model (GMM) such that the Likelihood of the GMM 
for the estimated vector X, given by 

∏=
=

T

t
tpp

1
)()( λλ xX , (13)

be maximized.  However, Eq. (13) is a no-linear function of the speaker model parameters, λ, 
so that it can not be maximized directly.   

To estimate the parameters of ML it must be used an iterative algorithm such as the Baum-
Welch algorithm, which is the same algorithm used by HMM to estimate its parameters has 
the same basic principle of the Expectation-Maximization (EM) algorithm, whose main idea 
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is as follows. Beginning with an initial model, λ , a new model λ  is estimated such that 
)/()/( λλ XX pp ≥ .  Next, we make the model parameters λ  equal to those estimated in the 

actual stage, λ , so that, the new model become the initial model for the next iteration, and so 
on.  Then during the estimation of the GMM parameters, to obtain an optimum model for 
each speaker, the parameters ,  and  should be estimated iteratively until convergence 
is achieved.  This optimization procedure can be summarized as follows.  

iµ iσ ip

1. Estimate the initial condition of p(x/λ) using the Viterbi algorithm [12, 15]. 
2. Compute a new L, D-dimensional features vectors using the methods described in 

section 1.2, to form the features vector X=(x1, x2,,..xN) to be used for training. 
3. Compute the new mixtures weighting factors as: 

∑ == T
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e) Compute the variance 

2

1

2
12

),(
),(

i
t

T
t

tt
T
t

i
ip

ip
µ

x
xx

−
∑

∑
=

=

=

λ
λ

σ , (16)

f)  Compute the new conditional probabilities matrix given by a (M×N)-dimensional matrix 
P whose (i,t)-th component, ),( λtip x is given by 
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The training proceed until the convergence is achieved using as initial conditions the 
conditional probabilities given by (10).  The variables that need to be considered are the kind 
of Covariance matrix, the order of the Mixes and the model parameters previous to the 
maximization of the likelihood of GMM which can be different depending on the application.  

1.4. Decision algorithm 
During the recognition task, after the GMM parameters for each speaker have been 

estimated, the target is to find the model with the maximum likelihood a posteriori for a given 
observation sequence.  Usually [6, 19] 
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where  is given by the Bayes rule as shown in eq. (18).  Then assuming that all speaker 
are equally probable and noting that  is the same for all speakers models, the classifiers 
rule is reduced to 

∧
S

)(Xp
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)(  max arg
1 kSk

pS λX
≤≤

=
∧

 (19)

and then, from the above described algorithm, the estimated speaker identity becomes [3] 

( )∑ =≤≤
=

∧
T

t ktSk
pS

11
|log  max arg λx , (20)

where
)( kkp λx

)( ktp λx represents the Gaussian Mixture density given by eq. (10). 

2. EVALUATION RESULTS 

The GMM-based SRS was trained and evaluated using a data-base of 80 speakers, 
provided by the KDD Corporation of Japan, which contains 10 different lists of 50 different 
contexts of 3–5 s duration and the digit numbers, both in Japanese language.  The speech 
signal was recorded, during time intervals of one month, in real condition using the public 
telephone network with a sampling frequency of 8 KHz.  For training and evaluation a total of 
10,850 utterances are used.  7,147 of them are used for training and closed test evaluation, and 
3656 for open test, where the last one were different from that used for closed test evaluation 
to be able to carried out a text independent evaluation.  Firstly, the SRS was evaluated using 
speaker features vector derived from the whole speech frame corresponding to digits and 
phrases with a mixes order equal to 8 obtaining a global recognition rate equal to 88.01%.   

The recognition results for each speaker, individually, are shown in Fig. 7.  Next, the 
system was evaluated using separately phrases and digits.  When the database is used 
separately the recognition rate improves.  In his situation the recognition rate was 96.61% 
when only phrases are used and 90.14% when only digits are used. 

Figure 7 shows the recognition performance obtained for each one of the 80 speaker 
individually.  Here it can see that, even if there are 4 speakers with a recognition rate lower 
than 70%, most of them present a recognition rate higher than 80%.  Finally, the system was 
trained and evaluated using all 80 speakers using phrases and digits with a mixes order of 16.  
In this situation the recognition rate was 92.87%.  No further improvement was obtained 
when the number of mixes was increases.  The experimental results were obtained for closed 
and open test to compare the performance of each development system. The system was 
evaluated for text independent speaker recognition by using data stored from the telephone.  
These results are closed to those reported by [3]. 
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Figure 7. Percentage recognition for each 
speaker using phrases and digits 
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The SRS was evaluated using a feature vector with 16 LPCepstral coefficients extracted 
from only voiced part of the speech signals. The first evaluation of the baseline system is 
using these 16 LPCepstral coefficients extracted from only voiced part. The second evaluation 
is using the CMN technique to enhance the feature vector quality which has been affected by 
the channel communication and the environment noise. The third evaluation is using a 
combination of LPCepstral and pitch information and the forth evaluation is using the 
combination of LPCepstral coefficients and pitch information applying the CMN technique. 
All system evaluations, which are discussed in each respective section, are presented in the 
Table 1 and Table 2. 

 

Table 1. Experimental results comparison of using whole and voiced part speech signal 

Feature Vector LPCepstral 
From whole speech signal 

LPCepstral 
From voiced part 

Evaluation (Close test) 
7147 phrases 

 
96.61% 

 
97.13% 

Evaluation (Open test) 
3658 phrases 

 
82.34% 

 
83.57% 

 
Table 2. Experimental results with different features vectors 

Feature vector LPCepstral 
from voiced 

part 

LPCepstral 
from voiced 
parts using 

CMN 

LPCepstral 
from voiced 

and pitch 
information 

LPCepstral 
from voiced 
parts using 

pitch and CMN 
Closed test 

6581 phrases 93.31% 80.72% 99.18% 97.29% 
Open test 

3282 phrases 76.97% 70.88% 80.29% 77.57% 

2.1. SRS using LPCepstral extracted from voiced part of the speech signal 
For this evaluation of two systems were developed. The first system was trained with 

feature vector of 16 LPCepstral extracted from the voiced part, whose feature vector is given 
by eq. (4) and in the second one with a feature vector given by eq. (3).  The results depicted in 
the Table 1, show the performance increment of 0.52% in close test and 1.23% in open test  
(97.13% and 83.57% respectively).  

The first system was trained with feature vector extracted from voiced parts of only those 
phrases where pitch information was found.  For system training, 6581 phrases were used in 
close testing and 3282 phrases in open test.  Using features vector from only voiced part there 
are some advantages against the use of whole speech signal; it saves storage requirements due 
to the reduction of the length of feature vector parameters as well as 50%, saving training 
time as we used 20 iterations in the preliminary experimentation and with using voiced part 
was not necessary more than 10 iteration and it gives better results.  In contrast, we are 
reducing the length of enrollment data providing less speaker information to GMM, and 
because of we discarded some phrases when voiced part detection stage did not found pitch 
information, the performance system does not have an improvement.  

During evaluation, each SRS based on GMM is trained and tested with a data base of 9863 
phrases in which the pitch detection algorithm found enough pitch information.  For training 
and close test evaluation 6581 phrases were used and for open test 3282 different phrases 
were used.  
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2.2. SRS using LPCepstral enhanced by CMN 
The performance of the Speaker Recognition System using as feature vector 16 LPCepstral 

coefficients extracted from the voiced part compared with the system performance applying 
the Cepstral Mean Normalization (CMN). Using the cepstral mean normalization to enhance 
the feature vector, the system performance reduces considerately in close and open test, as 
shown in the Table 1.  We analyzed the results for those speakers with bad performance, 
especially in open test, by using the LPCepstral without CMN and after using CMN and we 
observe that those performances were improved considerately as show in the Fig. 8.  On the 
other hand, for those speakers who had good performance in open test using the LPCepstral 
without CMN, after using the CMN, they performance decreased as show in the same Fig. 8.  
Some researches have presented similar decreasing performance when CMN is used 
[2, 9, 10].  This is because the CMN improves the performance in noise conditions, however 
it decreases when clean speech signal is used and when the channel communication does not 
have variety. This is because CMN assumes that the Cepstral mean of clean speech has zero 
mean, which is not entirely correct. In addition, CMN eliminates convolution effects but it 
does not eliminate additive noise and does not take into account nonlinear and non-stationary 
channel conditions [2]. 

 
 

 
Figure 8. Effect of the use of CNM in the SRS recognition rate of the 7 speakers with the 

largest and lowest recognition rate without using the CNM 
 

2.3. SRS using LPCepstral and pitch 
The combination of the LPCepstral with the pitch shows a very good performance of the 

speaker recognition system based on GMM improving 5.87% in close test and a 3.32% in 
open test as we can see in Table 2. This is because the LPCepstral is a robust feature vector 
and combined with the pitch which is a specific feature of the individual speaker identity. 
However, the performance in open test still is far from close test performance. The pitch 
reinforces very well to the vector feature given more specific speaker information, however, 
due to the high intra-speaker variability of the pitch, the system still have mismatch for data 
not training. 
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If only the voiced segments of speech signal are taken in account for features extraction, 
the original speech signal is transformed into a new speech signal containing only voiced 
parts, neglecting in such way the unvoiced and noisy silence parts, as shown in Fig. 4.  This 
may improve the feature extraction because the unvoiced and silence parts provide non-useful 
information [10]. 

The results shown in the Table 2 for the use of LPCepstral applying CMN and combined 
with the pitch have an improvement. However, this improvement is less than the achieved for 
using LPCepstral without CMN and pitch combination, thus, using CMN technique the 
system have the same problem of decreasing performance. In section 1.2.3, we explained why 
in certain condition the CMN not performed well in the system.  
 

2.4. SRS proposed by other authors 
Several algorithms have been proposed for speaker recognition, among them we have 

pattern matching based SRS and dynamic time warping (DTW) based SRS with feature 
vector extracted from which LPCepstrum which provides a recognition rate of 79% and 90% 
respectively [5].  SRS based on the Gaussian mixture models (GMM) have also been 
proposed with recognition rates between 89% and 92% [5, 19, 20], using feature vectors 
extracted from the Mel-Spectrum of the whole speech signal.  Several approaches have been 
proposed using only the segments of speech signals in which voice activity is detected with 
the feature vectors extracted using the Mel-Spectrum and differential cepstral of speech 
signal; providing, for text dependent, a recognition rate 99% for clean data and a 95% using 
telephone [20].  While for text independent speaker recognition it is reported a recognition 
rate between 85% and 93% using conversational speech and a recognition rate between 65% 
and 80% using speech data obtained from a radio communication system [20].  In these two 
cases the training was carried out using speech segments with duration of 2 minutes for 
training and 30 seconds form testing. 

 

3. CONCLUSIONS 

The recognition performance of a GMM based SRS with different features vector was 
analyzed.  Evaluation results show that the use of voiced parts to extract the feature vector 
gives better performance in comparison with the performance obtained using feature vector 
extracted from the whole speech signal where there is possible that feature vector extracted 
from unvoiced part degrades the GMM recognition performance.  This fact agrees with the 
results reported in [20, 21, 22].  Evaluation results also show that the use of LPCepstral 
coefficients as principal feature vector enhances the peak frequency of the speech spectrum 
involved in the analysis, providing better performance in text-independent speaker 
recognition systems based on GMM as shown in the Table 1.  However, the variations of the 
communications channel and the noise environment do more difficult an accurate estimation 
of the LPCepstral coefficients, doing it necessary the use of channel normalization techniques. 

It is well known that CMN is a good channel normalization technique when the speech 
signal is degraded by the communication channel.  However, as shown in section 2, in several 
situations the CMN is not a desirable solution to enhance the quality of the feature vectors due 
to the decreasing of the system performance when this channel normalization technique is 
used. 

The pitch is a very important speaker feature to perform the speakers recognition, 
providing a considerable improvement of the SRS performance in several cases, as we can see 
from the evaluation results in which the system performance is considerably improved. 
Although this is only for the closed test data because for open training a larger amount of data 
is required to adapt the model with most of the intra-speaker variations [23, 24]. 
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Considering the results and the analysis obtained using each feature extraction technique 
applied to the GMM based speaker recognition system, we can conclude that it is possible to 
improve the recognition rate if each speaker signal speech is analyzed separately, due to the 
different acoustic conditions that are present in the speech signal used to characterize each 
different speaker. Thus the use of any particular technique that should be applied depends on 
the acoustics conditions that the speech signal of each different speaker presents.  We arrive 
to this conclusion because the evaluation results show that, the performance of the GMM 
based SRS using each feature extraction technique improves for some speakers but worse for 
others.  Thus the idea of using the different feature extraction techniques separately for each 
speaker depending of theirs acoustics conditions presented in this speech signal can be useful 
in a speaker verification system where it is possible know in advance which model we should 
use for feature vector extraction of a given speaker.  This is possible because the speaker, 
whose identity must be verified, should provide the information necessary to decided if 
his/her is or not the person who claim to be.    
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