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The paper presents a new method to build a speech recognition system to 
recognize spoken Tamil. Continuous speech recognition in Tamil is a long desire of 
the researchers in Tamil computing.  This paper presents an algorithm developed 
for segmenting the speech signal and then a segment-based recognition system. 
The new approach segments the words from the speech and then characters from 
words. Then back propagation algorithm is used to train and identify the segmented 
characters. The proposed method is used to train and test the speech of a given 
individual. It can be extended to work independent of individuals. The system 
developed is found to be efficient and effective. 

INTRODUCTION 

Research in automatic speech recognition (ASR), aims to develop methods and techniques 
that enable computer systems to accept speech input and to print the output as text on the 
screen.  Speech recognition research for Tamil language is at the early stages of development. 
A survey of the research contributions towards speech processing of Indian languages made 
by the authors is given in [1]. Considerable amount of research work has already been carried 
out for recognizing English speech [2–64]. There is an urgent need for the recognition of the 
speech in regional languages. 

Suzuki and Nakata built a special hardware system to recognize Japanese vowels having an 
elaborate filter bank analyzer [65]. The digit recognizing hardware of Nagata from Japan 
paved the way for highly productive research in speech recognition for Japanese language 
[66].  Jean-Marc Boite and Christophe Ris built a phone recognition experiment with baseline 
system which achieved a phone accuracy of about 75%. A French speech recognizer was 
developed using hybrid Hidden Markov Model(HMM)/Artificial Neural Networks(ANN)  
[67]. Solomon Teferra Abate and Wolfgang Menzel developed a syllable based Amharic 
speech recognition system using Hidden Markov Modeling, and achieved 90.43% word 
recognition accuracy [68]. 

Chandrasekar proposed an approach to recognize Consonant-Vowel (CV) units in Indian 
languages using artificial neural network [69]. Gangashetty et al. presented neural network 
models for recognition of syllable like units in Indian languages [70]. Auto Associative neural 
network (AANN) is used for non-linear compression of feature vectors. Multilayer Feed 
Forward neural network (MLFFNN) is used for preliminary classification of 145 CV units 
into 9 subgroups. Nayeemulla Khan developed speech database for Tamil with 30688 words 
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and Telugu languages with 25463 words [71]. Prasanna proposed a method to find begin and 
end points of speech based on Vowel Onset Points (VOP) [72]. S.V.Gangashetty et al 
presented a method in which auto associative neural network  is used to get the features of CV 
utterances [73]. 

A large annotated Hindi speech database was developed [74] for training a speech 
recognition system for Hindi. This paper describes about segmentation and labeling in terms 
of acoustic phonetic units and prosodic characteristics of Hindi vowels. Continuous speech 
recognition system for Hindi [75] recognizes spoken sentences for railway reservation system. 
Mel frequency cepstrum coefficients (MFCC) are calculated and used as feature vector. 
Hidden Markov Model is used to characterize the temporal aspect of speech signals. 
Continuous speech recognition system for Hindi [76] describes various improvements carried 
out to the speech input system and the resultant increase in performance. The sentence 
accuracy is improved by using delta MFCC. Cepstrum mean normalization is employed to 
minimize the variations due to speaker, ambient acoustics, microphone, transmission channel 
etc. Speech is collected from more members for training so that the performance of the system 
is improved further. Durational characteristics of Hindi phonemes in speech were dealt by 
Samudravijaya [77]. Continuously spoken sentences from an annotated time aligned database 
is used in this experiment. The means and durations of various units of consonants and vowels 
are computed. The interesting behavior of decrease in duration of segment with an increase in 
duration of acoustic segment is reminiscent of a general trend observed in pairs. Chalapathi 
Neti developed a continuous speech recognition system for Hindi [78] in which 64 phonemes 
of Hindi phone set was used. A trigram language model is built so that the probabilities are 
distributed over all sentences. Large amount of speech database is used to increase the 
accuracy of the system. 

Paul Mermelstein [79] described a new segmentation algorithm which allows assessment 
of the significance of loudness minimum which will be a potential syllabic boundary from the 
difference between the convex hull of the loudness function and the loudness function itself. 
Andre G. Adami and Hynek Hermansky proposed a method to segment sentences into a 
sequence of discrete units, such as phonemes [80]. Ramil G. Sagam et al. used Multi Layer 
Perceptron technique to segment sentences into words, syllables and phonemes [81]. 
A. Lipeika et al. described about segmentation of words corresponding to the phonetic 
events [82]. 

This research work aims to develop a system for recognizing the speech in Tamil. Tamil 
language is structurally different from English and other languages in the world. Even among 
the Indian languages, Tamil is different structurally and phonetically. In Tamil, the 
pronunciation of independent letters and a group of letters forming words are not different. 
The Tamil speech recognizing system does not require the support of a dictionary. Thus the 
recognizing process in Tamil speech is fairly simple compared to English. This paper presents 
a complete model to recognize the Tamil speech spoken by a given individual.  
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1. METHODOLOGY 

The system developed by the authors for recognizing Tamil speech has the following three 
stages. 

(i)   Segmentation of words from the speech signal.  
(ii)  Segmentation of characters from the segmented   words. 
(iii) Recognition of the characters. 
The methodology proposed does not require the support of dictionaries. The speech is 

segmented into words and characters. Software is written for segmentation and incorporated 
in Matlab.  

1.1. Segmentation of words 
The recorded wave of speech signal over a time scale is used for distinguishing words from 

the spoken sentences. It is difficult to segment the sentences from the spoken speech signal 
since the punctuations used are not known in the speech signal. The words are separated by 
silence states in the recorded signal. The silence state may be short or long. Hence, by sensing 
the short or long silence state the words are segmented. 

The utterance of a single speaker is recorded and stored.  This speech signal is given as 
input to the software developed in Matlab and the energy contour of the speech signal is 
obtained.  

The energy of speech signal [83] is given by  in equation (1). nE
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where  is the weighting sequence or window which selects a segment of the discrete-
time signal , and  is the number of samples in the window. 
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Figure 1 shows the energy contour of a typical speech signal  «õÁ¡ þí§¸ Å¡Å¡  
over time. 

The function E indicates time varying magnitude properties of the speech signal. Energy 
function provides a good measure for separating voiced speech segments from the silence 
state between speech segments.  

For clear identification of the silence states in the energy value graph, the x-axis is shifted 
by a value of u. After careful analysis of many sentences a trial value of 0.2 is found to be 
optimum for u. 

The graph of the energy signal is sampled using Matlab software. The energy values are 
stored in a text file. Energy graph of the speech is continuous as shown in figure 1.  

The energy values from the text file are processed and the words are segmented from 
speech signal by using the following algorithm.  

 For the example considered, if the energy value of the sample is less than or equal to 
u, the energy value of the sample is set to be equal to 0.0. With this, the zero cross 
over points are obtained for locating starting and end points for the word.  The 
resultant wave for the example will be as shown in figure 2. In figure 2, the segments 
0-1, 2-3, and 4-5 are the silence states and the segments 1-2, 3-4 and 5-6 represent the 
words «õÁ¡ þí§¸ Å¡Å¡.  
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Fig. 1. 
 

Energy value of the graph of the 
speech: «õÁ¡ þí§¸ Å¡Å¡ 

 

 
 
 

Fig. 2. 

Resultant wave of example sentence  

The segmented words are stored as separate waves.  The wave form of a segmented word 
“«õÁ¡” is shown in figure 3. 

 
 

Fig. 3. 

Wave form of the word “«õÁ¡” 
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1.2. Segmentation of characters from the segmented word  
Using the algorithm discussed in the section 1.1., the words are segmented from sentences 

and stored as sound waves.  This stored speech signal is considered further for segmentation 
of characters from the word. The characters are represented by a rapid rise and fall in signal 
energy graph. The rate of change of energy is expected to be large at the start and at the end of 
the character. However there may be rapid changes in energy in the middle of the region or at 
any point of the segment of wave. A new method for detecting the boundary of the character 
is proposed. 

Algorithm for segmentation of characters from the speech signal shown in figure 3 is given 
below.  
1. The segmented words from the speech signal  is given as input to the software developed 

using coding in Matlab for segmenting the characters and the energy contour of the 
segmented word signal is obtained (figure 4). Store the energy values of the wave in a text 
file. The energy curve of the word is divided into different segments with each segment 
having ten samples. For each segment, 10th sample is considered and stored in another text 
file.  

2. The speech energy graph is smoothened by using moving average method and the 
resultant values are stored in a text file.  

3. Determine the turning points at which the energy value is increasing or decreasing. 
4. Group the closely associated values sequentially and select the least value in each group 

removing the other values and store.  
5. Check the relativity of the values from the second point onwards and determine the 

turning points. Group the segments. Retain the first value of each group and remove the 
rest. Store the resulting values. 

This results in segmentation of word into characters.  The starting and ending values of the 
segments corresponding to the required character is stored in to a text file for further 
processing. 

 
 
 

Fig. 4. 

For the speech signal: “«õÁ¡ ” 
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1.3. Recognition of characters 

1.3.1. Characters to be trained 
The Tamil language contains vowels, consonants and vowel consonants. While speaking 

the vowels and vowel-consonants when not followed by a consonant, sounds phonetically as 
independent characters. But, when a consonant follows a vowel or vowel-consonant, the 
vowel and the following consonant as well as the vowel consonant and the following 
consonant, sounds like a single phoneme. Hence in the recognition process, these 
combinations, vowels followed by a consonant and vowel-consonants followed by a 
consonant are treated as single combined characters. Thus, the number of characters to be 
considered for training includes 247 stand-alone characters and over 900 combined 
characters.  

To have a complete recognition system, all the stand-alone characters and combined 
characters are to be trained. For each character/combined character, 20 patterns are given as 
input for training. One more pattern for each character/combined character is considered as a 
standard pattern.  These characters are trained by using the training algorithm discussed in 
section 1.3.2.  

1.3.2. Training Algorithm 
The scheme proposed by the authors to recognize characters, uses Back Propagation 

Network (BPN) paradigm of neural network with the cepstral coefficients obtained with the 
help of Matlab software. For each character, a selected number of sample training waves and 
target wave of the speech is considered for training the system.  The normalized cepstral 
coefficients of training waves and target wave are presented as input to the input layer of the 
BPN [52]. 

The BPN algorithm for training the system is as given below. 
1) Present 18 set of cepstral coefficients of the first training wave and 12 cepstral coefficients 

of the corresponding target wave  as input to the input layer.(18 input neurons and 12 

output neurons).  
kT

2) Obtain the sum of the weighted inputs to the hidden layer  using (2). jy

   j ji iy w=∑ x ,                 (2)

where ix  is the  input cepstral coefficients, which  connects the   jth unit of the hidden layer 

and   jiw   is the weight   associated with that connection; i = 1 to n,  j = 1 to h where n is the 

number of neurons in the input layer and h is the number of neurons in the hidden layer.(15 
hidden neurons) 
3) Generate the output of the hidden layer jz , transferring jy  using a non-linear activation 

function  . (.)g
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4) Obtain the sum of the weighted inputs to the output layer  using (6). ka

 k kja w=∑ jz , (6)

where  sends connection to the kjz th unit of the output layer and  is the weightkjw   

associated with that connection; k = 1 to m where m is the number of neurons in the 
output layer. 

5) Generate the final output of the output layer , transferring  using a non-linear 

activation function . 
kO ka

(.)g

1( )
1 ( )k

k

g a
exp a

⎛ ⎞
= ⎜ ⎟+ −⎝ ⎠ 

, (7)

( )k kO g a=  (8)

         1
1 ( )kexp a
⎛ ⎞

= ⎜ ⎟+ −⎝ ⎠ 
. (9)

6) Compare output activations kO , to the target values  for the pattern and calculate error kT
E  for the given pattern using (10). 

21 ( )
2 k kE T O−= ∑ . (10)

7) Now to propagate the error backwards, calculate its error signal kδ  of the output layer  

neurons using (11). 

(1 )( )k k k k kO O T Oδ −= − . (11)

8) Then calculate the error signal jδ  of the hidden layer neurons, using (12).  

(1 )j j j kjz z w kδ δ= − ∑ . (12)

9) Calculate the delta weight kjw∆  and update the network weights  between hidden to 

output layer using (13) and (14). 
kjw

kjkjkkj wzw ∆+=∆ αηδ , (13)
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∆( ) ( )kj kj kjw new w old w= + , (14)

where η  is the learning rate,  is the input from unit j into unit k, and kjz α  is the 
momentum term.   

10) Calculate the delta weight and update the network weights  between input to 

hidden layer using (15) and (16). 
jiw∆ jiw

jji iw x jiwηδ α∆ = + ∆ , (15)

( ) ( )ji jiw new w old w= + ji∆ . (16)

11) Present 18 cepstral coefficients of the second training wave and 12 cepstral coefficients of 
the target wave as input to the input layer. 

12) Repeat the steps 1 to 11 with the updated new weights until all the 20 training patterns are 
presented.   

13) Sum the errors of all the training patterns, and obtain the average of the errors and 
compare the same with the specified tolerance. 

14) Repeat the entire process from steps 1 to 13 till the convergence criteria is met. 
15) Repeat steps 1 to 14 to train the other characters. 
The optimized weights are the output of the training program. These are stored in a text file. 

2. APPLICATION 

Consider the spoken sentence «õÁ¡ þí§¸ Å¡Å¡. The energy graph of the wave 
signal is plotted using Matlab software. The energy values are stored in energy1.txt and the 
graph is shown in figure 1.  

The words of this speech signal are segmented following the procedure discussed in 
section 1.1. The value for u is set at 0.200.  The segmented speech signals of the three words 
are shown in Figures 4, 5 and 6 respectively.  

 
 
 

Fig. 5. 
 

þí§¸ 
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Fig. 6. 
 

Å¡Å¡ 

 
Now consider the speech signal for the word  «õÁ¡.   

1) The speech wave is given as input to the software developed in Matlab. The energy values 
obtained are stored in e01.txt. Transfer energy values of 10th, 20th ,30th … points to a text 
file e02.txt.  

2) The centered 21 point moving average method is used to smooth the energy curve of the 
speech signal. Store the resultant values in a text file e03.txt.    

3) The turning points from minimum to maximum are found and the result is stored in the 
text file e04.txt.  

The x and y values of the resulting pattern are given below: 
        10  :    0.026396 
      960  :  17.811204 
    3660  :  32.052359 
    3760  :  32.017806 
    3810  :  31.984550 
    4040  :  31.737289 
    5030  :  67.171043 
    5080  :  67.206326 
    6240  :  83.775497 
    6580  :  86.514993 
    6660  :  86.358709 
    7320  :  92.026408 
  12510  :    9.479558 
  12610  :    9.012534 

4) Group the closely associated values sequentially and select the least value in each group 
removing the other values. The result is as follows   

       10 :    0.026396      
     960 :  17.811204 
   4040 :  31.737289 
   5030 :  67.171043     
   6240 :  83.775497 
   6660 :  86.358709 
   7320 : :92.026408    
 12610 :    9.012534 
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5) Check the relativity of the values from the second point onwards, and determine the 
turning points. Group the segments. Retain the first value of the each group and remove 
the rest. Store the resulting values. The result is 
 10  :   0.026396      

    960  : 17.811204 
12610  : 9.012534 
From the above, we now have two segments for the example considered. Thus, these two 

character sets in the word are considered.    
In this case the output of the segmentation algorithm in the form of two segments is given 

as below.  
Segment 1  :  10  to 960 
Segment 2  : 960 to  12610 

The starting and ending of the sample values of these segments are fed to the coding in 
Matlab. The Matlab coding converts these values into 18 cepstral coefficients for each 
segment. These cepstral coefficients are given as input to the BPN algorithm. The BPN 
algorithm gives the output for each segment represented by 18 cepstral coefficients into 12 
cepstral coefficients corresponding to the format of the standard pattern. The outputs of the 
two segments obtained are given below. 

Calculated cepstral coefficients for segment1:  “«õ  ” 
0.78805    0.04915    0.95098   0.73375   0.59913 
0.75387    0.82703    0.75202   0.59981   0.73566 
0.95105    0.05059 

Calculated cepstral coefficients for segment2:  “Á¡”  
0.71097  0.04915  0.93803  0.68716  0.56298  
0.65186  0.95132  0.65274  0.56133  0.68641 
0.94012  0.05075 

These output cepstral coefficients of each segment are compared with the cepstral 
coefficients of the standard patterns stored in the system. 

The patterns whose cepstral coefficients are closer to the above values are picked up and 
given as the recognized characters “«õ” and “Á¡”.  The cepstral coefficients of these 
standard patterns are as given below.  

Standard pattern for “«õ” 
0.78717  0.05000  0.95000  0.73487  0.59868 
0.75263  0.82812  0.75263  0.59868  0.73487 
0.95000  0.05000 

Standard pattern for “Á¡” 
0.71046  0.05000  0.93916  0.68779  0.56260 
0.65131  0.95000  0.65131  0.56260  0.68779 
0.93916  0.05000   

The same procedure is adopted for recognizing the characters of the other two words 
segmented from the speech input «õÁ¡ þí§¸ Å¡Å¡ . 
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3. RESULTS AND ANALYSIS 

The system developed was tested for all the 247 stand-alone characters of Tamil and the 
system worked very well with 100% accuracy. The system was also tested for segmenting 
characters from 149 words. Out of 149 words, 110 words were segmented correctly while 39 
were not segmented correctly; percentage of success being 73.82.  

In all the 149 words, there were 287 characters. When the system was tested for 
recognizing characters, 207 out of 287 characters were recognized correctly with a percentage 
success of 72.12. 

The system was also tested for segmenting words from 9 sentences. The system worked 
well with 80.95% accuracy.  

CONCLUSION 

A procedure is proposed in this paper for recognizing spoken sentences and words in 
Tamil. A segmentation algorithm is proposed for the current situation and written in Matlab. 
The developed method is tested for 9 sentences and 149 spoken words. The segmentation 
algorithm for segmenting words works very well. The segmentation algorithm for segmenting 
spoken words also gives reasonably good results. In some cases it fails, because of the 
variations in the trained patterns and the test cases. This can be improved by enhancing the 
training of the patterns. The proposed scheme is tested for a given speaker and proved to be 
an effective approach for spoken Tamil speech recognition. However, this was tested for a 
given speaker. It is not tested for speaker independent. But it is possible to train the system for 
person independent application. 
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